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In the semiconductor industry the number of devices per die increases and the critical

dimension decreases as the processor speed increases.  These developments have pushed the

industry toward depositing metal, seed layers, and diffusion barriers into high aspect ratio (height

to width or radius) trenches and vias.  Ionized Metal Physical Vapor Deposition (IMPVD) is being

developed to meet these needs.  IMPVD is a process in which sputtered metal atoms from a

magnetron target are ionized by a secondary plasma, accelerated into the substrate, and deposited

with moderately anisotropic fluxes.

In IMPVD the sputtered metal atoms and neutralized ions reflected from the target have

higher kinetic energies than the buffer gas and so are not in thermal equilibrium.  The momentum

and energy transfer from the sputtered atoms and reflected neutrals rarifies the background gas

(sputter heating) and redistributes the metal species in the reactor.  The Hybrid Plasma Equipment

Model (HPEM) was improved to address sputter heating during IMPVD.  The model was

validated by comparison to experimental metal atom densities and to the ionization fraction of the

deposition flux.  It was found that sputter heating produces rarefaction of the buffer gas, which

results in a redistribution of Al species in the reactor compared to the absence of sputter heating.

Consequently, the ionization fraction of the depositing metal flux decreases, while the magnitude of

the flux increases.  The model was also improved to account for electron impact of the in-flight

(nonthermal) species.  Results for Cu IMPVD indicate that the predicted Cu+ density at low

pressure (2 mTorr) significantly increased when In-flight Electron Impact Excitation (IEIE) was
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taken into account.  As the pressure increases, the rate of thermalization increases and the

importance of IEIE decreases.

A Plasma Chemistry Monte Carlo Module (PCMCM) was incorporated into HPEM to

obtain the angular and energy distribution (AED) of the incident fluxes to the substrate.  The

magnitude and AED of the incident fluxes from HPEM are then used as input data in the Monte

Carlo Feature Profile Model (MCFPM) to self-consistently simulate trench filling.  The predicted

profiles agree with experimentally observed trends.  The results indicate that formation of voids

occurs when the ionization fraction of the depositing metal flux is too low or the aspect ratio of the

trench is too large.  To increase the ionization fraction, high pressure, low magnetron power, and

high ICP power are the desired operating conditions.

The above mentioned improvements are for two-dimensional HPEM assuming azimuthal

symmetry.  An IMPVD reactor is typically an antenna excited system where transmission line

effects may produce asymmetries in the species densities.  Hence, the three-dimensional HPEM is

employed to examine the consequences of asymmetric excitation and irregular sputter tracks on

species densities and fluxes.  It was found that for typical conditions for Al IMPVD severe

asymmetries in electron temperature and electron density profiles produced by a poorly optimized

antenna are not reflected in the metal fluxes to the substrate.  The metal species have improved

symmetry due to charge exchange reactions and subsequent diffusion.  Because of increased

diffusional transport, the symmetry and uniformity of the metal species above the wafer

significantly improve when increasing the aspect ratio of the plasma region or when increasing the

pressure.  However, this improvement is accompanied by a decrease in the magnitude of metal

fluxes to the wafer. Irregular sputter tracks act as asymmetric sputter sources and cause the

sputtered metal species and their fluxes to the substrate to be asymmetric.
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1.  INTRODUCTION

1.1  Ionized Metal Physical Vapor Deposition for Microelectronics Fabrication

Moore’s law, which forecasts that the performance of microprocessors will double every

18 months, has held since 1965, when it was proposed by Gordon Moore.1  This trend translates

into decreasing feature sizes and increasing number of devices per die in microelectronics.  As

the number of devices per die increases and the critical dimension decreases, the time delay

resulting from metal interconnect wiring becomes an increasingly important consideration in

optimizing the performance of integrated circuits (ICs).  As much as 90% of the signal delay

time in the 100 nm generation of ICs will likely to be due to the interconnection wiring, while

only 10% will be due to the actual device switching.2,3  Advanced ICs are beginning to use Cu in

place of Al as the interconnect metal because the resistance of Cu is 40% lower than Al.  As a

result, the signal delay time due to the RC time constant for Cu wiring is shorter than that for

Al.2

The industry standard feature size was 165 nm in 2000, and is projected to be 110 nm by

2004.4  To reduce feature sizes, the width of the interconnects between the wiring levels must

also decrease while their total length increases.  The distance between two wiring levels must

exceed a critical distance in order to avoid interference between adjacent metal lines, or

crosstalk.5  These requirements have pushed the industry toward using copper wiring, additional

levels of interconnect, depositing metal into high aspect ratio (height to width or height to radius)

trenches and vias,6 and depositing seed layers and diffusion barriers7 to prevent migration of

metal into silicon.  The state-of-the-art interconnect wiring is to fully fill the trench and vias

using physical vapor deposition (PVD) techniques, or to deposit diffusion barriers and Cu seed
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layers into a high aspect ratio (> 5:1) trenches and vias using PVD, and fill the remainder of the

structure using electrochemical plating.8

Ionized Metal Physical Vapor Deposition (IMPVD) is being developed as a method to

deposit diffusion barriers and Cu seed layers into high aspect ratio trenches.4,5  In a typical

IMPVD reactor shown in Fig. 1.1, a dc bias on the order of 100 V applied to a magnetron target

accelerates ions into the target with energies of several hundred eV.  This ion bombardment

generates collision cascades in the atomic lattice of the target, and some target atoms obtain

enough energy from the collision cascades to escape from the atomic lattice.  This process is

called physical sputtering.  Physical sputtering is a well understood process, especially for

elemental targets.  It is used to deposited a wide variety of pure metal, alloy, and insulator

(oxides, nitrides, and ceramics) films at reasonable deposition rates and with good uniformity,

surface smoothness, and adhesion.9  The plasma density below the target is enhanced by the

electrons that are confined there by the static magnetic field generated by the permanent magnet

in the magnetron.  This large plasma density increases the ion flux to the target, and subsequently

the sputtered metal atom flux.

To fill deep trenches and vias, ionized metal atoms are required due to the inability of

metal atoms to fill high aspect ratios.  Neutral atoms tend to fill the top of the trenches first (see

Fig. 1.2(a)) because they have a large spread in angles.10  This leaves voids in the trenches and

consequently causes defects in the devices.  The bias applied to the substrate narrows the angular

distribution of the ions and enables ions to fill the bottom of the trench (see Fig. 1.2(b)).  The

secondary plasma used to ionize the sputtered metal atoms is typically an inductively coupled

plasma (ICP). The ICP is produced between the target and the substrate by a radio-frequency (rf)

driven antenna, either immersed in the plasma or placed outside.  The inductively coupled
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system acts like a transformer.  The rf coils act as the primary coil, and the plasma acts as the

secondary.

The plasma is usually sustained in an inert gas such as Ar at moderate pressures on the

order of 10 mTorr (1 Pa = 7.5 mTorr) to slow the sputtered atoms and ionize them (either by

electron impact ionization or by charge exchange reaction) prior to their reaching the substrate.

Typical ionization fractions of the metal are between 10% and 90%.  An rf or a dc bias may be

applied to the substrate to vertically accelerate the metal ions into the wafer.  The combination of

anisotropic metal ions and isotropic neutral metal atoms results in conformal deposition and

prevents pinch-off5 when filling trenches.  (Pinch-off refers to the trench being closed near the

top of the feature prior to fully filling, producing an internal void.)

The advantage of using an ICP as the secondary plasma is two folded.  First, the density

of the reactor plasma and the energy of the ion energy can be separately controlled.  The density

of the ICP usually increases linearly with the ICP power and can be easily controlled by

adjusting the ICP power.  The incident ion energy to the target needs to be several hundred eV in

order to produce a sputter yield on the order of 1, so that there are enough sputtered atoms for

deposition.  The substrate bias, however, needs to be high enough to vertically accelerate the

ions, and low enough to prevent excessive resputtering of the deposited metal films due to

energetic depositing ions.  So the appropriate rf bias amplitude for the substrate is on the order of

10 V, much lower than the target bias.  Second, an ICP is a more efficient plasma source than a

capacitively coupled plasma.  The electron density increases linearly with ICP power, but

increases only by the square root of the capacitive power.11  Hence, the ICP power is frequently

used to generate high density plasmas (> 1011 cm-3) in industrial applications.
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1.2  Plasma Modeling

The spatial complexity of the models ranges from global to three-dimensional model.  In

a global model (also called zero-dimensional or 0D model) the quantities are reactor-averaged

and have no spatial variations.  In one-dimensional (1D), two-dimensional (2D) and three-

dimensional (3D) models, the quantities vary in the specified dimensions.  For example, in the

2D cylindrical model, the quantities usually vary in radial and axial directions.  The first

numerical models of direct current discharges by Ward12,13 appeared in the late 1950s and early

1960s.  Since then, many plasma models have appeared due to the need for the development of

lighting, lasers, and plasma processing of semiconductor materials.  One such model is the 2D

model published in 1988 by Boeuf14 for dc glow discharges.  Boeuf and Pitchford15 also

developed a 2D rf discharge model in 1995.  These models consisted of the continuity equation

for plasma species using the drift-diffusion method, Poisson’s equation for the electric field, and

also the electron energy equation for the rf model.  This approach was adopted by the models

that followed, some with improvements.  Tsai and Wu16 published a 2D model in 1990 for rf

glow discharges in N2 and SF6. The model was improved in 1993 to include momentum and

energy equations for electrons.17-19  The 2D model of Dalvie et al.20 and of Lymberopoulos and

Economou21,22 used an approach similar to Boeuf’s rf discharge model.  Stewart et al.23 also used

a similar approach for the 2D ICP modeling, and later included ion and neutral momentum and

energy equations.24

In the low pressure regime, where the mean free path of the gas particles is

commensurate with the dimension of the reactor, fluid models become inaccurate, and

noncontinuum models, typically the Particle-In-Cell Monte Carlo (PIC-MC)25,26 technique, are

used.  In this method, a number of pseudoparticles (on the order of 106) are released in the
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system, each pseudoparticle representing a large number of real particles (electrons, ions, and

neutrals).  The movement and chemical reactions of the pseudoparticles are modeled by the

Monte Carlo technique, and the plasma properties are obtained.  Moreover, the PIC-MC method

is good at predicting distributions of the particles, especially under nonequilibrium conditions.

For example, Vahedi et al.27,28 obtained bi-Maxwellian electron distribution functions in an Ar rf

discharge, agreeing well with experimental observations.29  Besides electron distributions, the

Monte Carlo method is also frequently used to model sputtering because the sputtered atoms

generally have high kinetic energy and are not in equilibrium with the other neutral species in the

plasma.30-32

The Monte Carlo method is accurate, but computationally expensive.  To combine the

advantages of the fluid and the Monte Carlo models, hybrid models using both fluid and particle

approaches were developed.33,34  The computational platform used for this thesis study is the

Hybrid Plasma Equipment Model (HPEM),35-43 which is a hybrid model.  The first 2D HPEM

model35 was used to model a capacitively coupled rf glow discharge.  An Electron Monte Carlo

Simulation (EMCS) was used to obtain the electron energy distribution, and the transport

coefficients from EMCS were self consistently coupled to a fluid model for heavy particles.  The

HPEM was then improved to model inductively coupled plasma (ICP) sources for etching

tools.36  More improvements for HPEM followed to better represent the plasma physics.  For

example, energy equations for heavy species (neutral and charged) were incorporated into the

fluid module by Xu et al.42 and surface kinetics were incorporated by Zhang and Kushner43 for Si

etching applications.  More details of the HPEM will be described in Chapter 2.
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1.3  Sputter Heating and In-flight Electron Impact Excitation

In IMPVD, the kinetic energy of the sputtered metal atoms from the target is on the order

of several electron volts, while the kinetic energy of the background gas atoms is less than 0.1

eV.  In addition, the ions which are incident onto the target have energies on the order of 100 eV

and are reflected as neutral atoms which also have kinetic energies of several eV.  Power

transferred from the sputtered metal atoms and the reflected neutrals to gas atoms during

collisions produces “sputter heating” and ultimately rarefaction of the gas.  The rarefaction of the

gas increases the mean free path of the metal atoms and ultimately limits the ionizing collisions

of these metal atoms and their ionization fraction at high power loading.  This gas heating and

subsequent rarefaction have been observed in various experiments.  For example, in

measurements in a magnetron using a directional pressure probe, Hoffman44 found that the gas

density decreased by as much as 10% at pressures on the order of 10 mTorr and currents of 12 A,

an effect attributed to sputter heating.

Rossnagel45 measured gas pressures as a function of magnetron power, cathode material,

and types of buffer gases in a magnetron reactor having a secondary ICP.  His results indicated

that the gas density in front of the magnetron was significantly reduced as the magnetron power

increased.  For example, in Fig. 1.3 the gas density decreased by 40% while increasing

magnetron power from 0.5 to 2.0 kW at an Ar pressure of 30 mTorr with 600 W ICP power and

a Cu target.  The rarefaction saturated with magnetron current and increased with the sputter

yield of the cathode and gas collision cross section.

Dickson et al.46,47 measured electron temperatures, electron densities, metal deposition

rates and optical emission in an Al IMPVD.  The electron temperature and line integrated

electron density decreased as the magnetron current increased at Ar pressures of 10 and 30
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mTorr, and 200 W ICP power.  Predicted electron densities from a global model46 agreed well

with the measured densities only when the gas temperature Tg was increased from 350 K to 890

K as the magnetron current was increased from 0 to 1 A (see Fig. 1.4), implying that the decrease

in electron density was correlated with sputter heating.  From the deposition rates and emission

intensities, Al and Al+ densities were obtained for 400 W ICP and 240 W magnetron at 30 mTorr

Ar.45  The Al density monotonically decreased from 1012 cm-3 below the target to about 1011 cm-3

at 8 cm below the target, while the Al+ density was maximum near the center of the reactor, and

was on the order of 1010 cm-3 in the entire region between the target and the substrate.

Using a Monte Carlo simulation, Turner48 investigated the consequences of background

gas, pressure, discharge voltage, current, and cathode-substrate separation on the gas temperature

in a dc magnetron discharge.  At constant pressures (7.5 and 30 mTorr) and high discharge

currents (0.2 to 20 A), the maximum gas temperature varied from 500 to 5000 K and was

proportional to the square root of the current, as shown in Fig. 1.5.  At constant pressure, the

temperature increased linearly with the cathode-substrate separation since sputtered and reflected

atoms are increasingly more likely to have collisions with the background gas atoms rather than

the walls.  The magnitude of heating depended strongly on the cathode material.  Higher sputter

yields produced more sputtered atoms and more sputter heating.

Serikov and Nanbu49 developed a particle-in-cell/Monte Carlo model for gas heating in a

dc discharge for Al and Cu targets at an Ar pressure of 42 mTorr.  The predicted gas heating for

the Cu target was larger than for the Al target because the sputter yield for Cu is twice that for

Al.  The gas temperature at the center of the plasma was 330 K and 460 K for discharge voltages

of 300 V and 1500 V at 42 mTorr Ar for the Al target, as shown in Fig. 1.6.  The gas temperature

was a sensitive function of the thermal accommodation coefficient for the reflected neutrals from
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the target.  At target bias of –1500 V, the maximum gas temperature increased from 350 K to

460 K when the accommodation coefficient was decreased from 1.0 to 0.75.

When the reactor pressure is low enough that the mean free path of sputtered and

reflected neutrals is comparable to the distance between the target and the substrate, the densities

of the nonthermal (in-flight) species can be larger than those of thermal species.  Under such

conditions, electron impact excitation and ionization of the in-flight species become important.

This mechanism may be particularly important in ionized hollow cathode magnetron sputtering

devices, which typically operate below 10 mTorr.50

In Chapter 3, results from a modeling study of sputter heating will be presented for an

IMPVD reactor having an aluminum target.  In Chapter 4, the consequences of In-flight Electron

Impact Excitation (IEIE) will be examined at low to moderate pressures (2 to 40 mTorr).

1.4  Trench Filling using IMPVD

Trench filling using IMPVD has been the subject of numerous studies.  Hamaguchi and

Rossnagel10 performed experimental and numerical studies of Al IMPVD at 2 kW magnetron

power, 1 kW ICP power, 35 mTorr Ar, and −20 V dc bias on the substrate.  As the ion-to-neutral

ratio of the depositing metal flux was arbitrarily increased from 3:7 to 7:3, the deposition profile

transitioned from being pinched off to completely filled, as shown in Fig. 1.7.  This work

established the scaling law that a higher fraction of ions in the metal flux is beneficial to

complete trench filling.  As the ion energy was increased from 20 to 120 eV by increasing the

substrate bias, the trench profiles transitioned from being completely filled to being pinched off

due to excessive sputtering at the bottom of the trench.  (Note that in most IMPVD systems, the

metal ion flux is typically a small fraction of the total ion flux, with the balance coming from the
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buffer gas ions.)  Cheng et al.51 used Cu IMPVD to fill trenches of 600 nm width and an aspect

ratio of 1.1.  At 0.3 kW magnetron power, 1.0 kW ICP, and –25 V dc bias on the substrate,

pinch-off was observed at 5 mTorr while complete filling was obtained at 40 mTorr.  These

results were attributed to the increasing ion-to-neutral ratio of the incident metal flux which is

typically obtained as the pressure increases.

Vyvoda et al.52 developed a string-type feature evolution model utilizing reflection and

resputtering distributions obtained by molecular dynamics simulation to investigate conformal

lining of trenches with an aspect ratio of 5.  The simulations were carried out for ion-neutral flux

ratios from 1:1 to 7:3, with ion energies from 100 to 175 eV and 90% of the ions being Cu+.

They found that ion assisted mechanisms of Cu transport (such as sputtering) are the dominant

means of redistributing copper within the evolving feature.  This ion dominance can be a result

of high ion energies as well as the higher ion-neutral flux ratios which can be achieved at the

bottom of the feature.  For example, the Cu thickness at the bottom of the feature decreased

(relative to the side walls) with increasing ion energy due to high rates of sputtering, as shown in

Fig. 1.8.  Results from a fully integrated modeling study of trench filling using Cu IMPVD will

be presented in Chapter 5.

1.5  Sources of Azimuthal Asymmetries in IMPVD Processes

Uniformity, directionality, and deposition rate are important process properties in

IMPVD. However, azimuthal asymmetries could arise in an IMPVD process due to the antenna

design, reactor geometry, gas supply, or sputter track design.53-56  In particular, improper antenna

design can lead to azimuthal variations in coil current, which in turn produces an azimuthally
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asymmetric inductively coupled electric field, electron density, and ion densities.  The imprint of

these densities may persist to the incident metal fluxes to the substrate.

The consequences of antenna design have been investigated experimentally and

numerically for inductively coupled plasma etching reactors.53,54  Kushner et al.53 performed a

3D simulation of an ICP etching reactor at 5 mTorr Cl2 and 250 W ICP power.  Considerable

asymmetries in electron density, temperature, and ion flux to the substrate were shown to result

from nonuniform antenna designs.  For a reactor with a one-turn-coil, the predicted and

experimentally measured azimuthal variations in electron density 1 cm above the substrate edge

reached 40% and the maximum ion flux to the substrate was off-center.  These asymmetries

diminished with the use of a five-turn-coil.  Khater and Overzet54 designed a new ICP source

consisting of a 3D coil having two layers of full and semicircular loops with the rf current

generally flowing in opposite directions.  This source generated electric fields of better azimuthal

asymmetry than a simple planar coil.  For an ICP power of 1 kW, the azimuthal variation of the

electric field of the new source was up to 9% at a radius of 7 cm and 1 cm below the dielectric

window.  The azimuthal variation is 16% for the planar coil.  At 3 mTorr Cl2 and 900 W ICP

power, the nonuniformity in polysilicon etching for the new source is 5%, compared to 7.5% for

the planar coil.

IMPVD systems differ from typical etching systems in that the sputtered metal atoms all

have lower ionization potentials than the buffer gas atoms and the buffer gas density is usually

large compared to the metal atom density.  As a result, a significant amount of ionization of the

metal atoms is by charge exchange from the buffer gas.  The mobility of the buffer gas ions is

therefore constrained by both rapid symmetric charge exchange with other buffer gas atoms and

by rapid nonsymmetric charge exchange with the metal atoms.  On the other hand, the mobility
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of the metal ions is large in comparison.  They have the lowest ionization potential in the system,

and so will not charge exchange to other species.  The rate of symmetric charge exchange is low

among metal species because of the comparatively low metal atom density.

IMPVD systems also differ from etching systems or conventional PVD systems in that

there is the potential for undesirable feed back.  Should, for example, asymmetric excitation by

the antenna produce asymmetric ionization, the resulting asymmetric ion fluxes to the target can

produce asymmetric metal sputtering.  The asymmetric metal sputtering can then feed back by

producing more metal atoms that are easily ionized.  This can result in irregular target erosion

and an asymmetric deposition profile.56  The sources of asymmetry in IMPVD processes will be

investigated in Chap. 6.

1.6  Summary

This study investigates sputter heating (Chapter 3), In-flight Electron Impact Excitation

(Chapter 4), trench filling (Chapter 5), and sources of azimuthal asymmetries (Chapter 6) in

IMPVD processes.  The computational platform used in this study is the Hybrid Plasma

Equipment Model, described in Chapter 2, while the specific models for the above mentioned

processes are described in detail in each chapter.

Improvements were made to the sputter module to account for the energy-dependent

yield, the energy-dependent kinetic energy for both sputtered metal atoms and the reflected

buffer gas neutrals, the momentum and energy transfer from the sputtered atoms and reflected

neutrals to the buffer gas, and the electron impact excitation of the in-flight atoms.  A Monte

Carlo module (described later in Chapters 2 and 5) was also incorporated into the sputter module

to compute the angular and energy distribution (AED) of the incident fluxes to the substrate.
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The magnitude and AED of the incident fluxes to substrate obtained from the HPEM were

passed onto a postprocessor (described in Chapters 2 and 5) to simulate trench filling.  In this

manner the sputtering, transport, and deposition of the metal atoms are self-consistently modeled

for the IMPVD process.

The model predictions reveal that sputter heating significantly rarefies the buffer gas,

thus increasing the mean free path for sputtered metal transport and redistributing the metal

species in the reactor.  Consequently, sputter heating decreases the ionization fraction of the

depositing metal flux, but increases its magnitude.  It was found that at low pressure (≈ 2 mTorr)

In-flight Electron Impact Excitation (IEIE) can increase the predicted Cu+ density by as much as

a factor of two, and that the effect of IEIE diminishes with increasing pressure as the rate of

thermalization of the in-flight species increases.  The consequences of IEIE can be seen in the

profiles of microtrenches filled using IMPVD.

An integrated plasma equipment and feature scale model has been developed and applied

to trench filling using IMPVD.  The model self-consistently accounts for the magnitude, the

angular and the energy distributions of the incident metal flux.  The predicted trench profiles

agree with experimentally observed trends.  It was found that the ionization fraction of the

incident metal flux is the critical factor for trench filling.  Formation of voids occurs when the

ionization fraction of the incident metal flux is too low, the precise value being a function of

aspect ratio.  The critical value is, depending on the reactor conditions, 50% at an aspect ratio of

0.7 and 86% at an aspect ratio of 3.0.  The ionization fraction can be increased to an upper limit

of ≈ 90% by increasing pressure and ICP power and by decreasing magnetron power.

The above mentioned improvements are for the 2D HPEM, which assumes azimuthal

symmetry.  The 3D HPEM was used to investigate species asymmetries which may result from
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transmission line effects in the antenna and irregular sputter tracks in Al IMPVD.  It was found

that the asymmetric inductively coupled electric field produced by the transmission line effect

causes the electron temperature, and subsequently the electron and major ion densities, to be

asymmetric.  However, the metal species are more symmetric as the sputtered metal atoms

undergo charge exchange reactions to generate more mobile metal ions, which then homogenize

by diffusion.  As the aspect ratio is increased from 0.5 to 0.75, asymmetries in the electric field

and electron temperature are significantly mitigated.  Consequently, the metal species become

more symmetric above the wafer at the cost of decreasing the metal flux to the substrate by more

than 50%.  As the pressure increases, the Al flux to the substrate becomes more symmetric

although the magnitude of the Al flux decreases.  Irregular sputter tracks directly contribute to

asymmetries in metal species and deposition flux by acting as an asymmetric source for the

sputtered metal atoms.  Rotation of the target is necessary to achieve azimuthal symmetry.
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Fig. 1.1  Schematic of an IMPVD reactor showing electron confinement and ionization of the
metal atoms in ICP.

Fig. 1.2  Deposition profiles of (a) metal neutrals and (b) metal ions.  The diffuse angular
distribution of the metal neutrals causes pinch-off at the top of the trench.
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Fig. 1.3  Measured Ar density as a function of magnetron power at 30 mTorr and 0.6 kW ICP
power.45  The Ar density decreases with magnetron power due to sputter heating.

Fig. 1.4  Line integrated electron density as a function of magnetron current at 30 mTorr Ar and
200 W ICP power.46  The model predictions agree with the measurements only when sputter
heating is taken into account.
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Fig. 1.5  Maximum Ar temperature as a function of magnetron current at 7.5 and 30 mTorr for
Cu target.48  The Ar temperature increases with magnetron current due to sputter heating.

Fig. 1.6  Ar temperature as a function of distance from the Al target at 42 mTorr and three target
biases.49  As the target bias increases, sputter heating increases and the Ar temperature increases.
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Fig. 1.7  Al deposition into trenches with aspect ratio of 2 using IMPVD for ion-to-neutral flux
ratios of (a) 3:7, (b) 1:1 and (c) 7:3.10  Pinch-off occurs at low ion-to-neutral flux ratio due to the
diffuse angular distribution of the neutrals.

Fig. 1.8  Simulated Cu deposition profiles for ion energies of (a) 100 eV and (b) 175 eV and a
ion-to-neutral ratio of 1:1.52  The bottom coverage decreases with the ion energy due to increased
sputtering.
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2.  HYBRID PLASMA EQUIPMENT MODEL

2.1  Introduction

The Hybrid Plasma Equipment Model (HPEM) has been developed at the University of

Illinois to simulate low temperature, low pressure, nonequilibrium, and weakly ionized plasma

that is often used for semiconductor material processing.1-10  The plasma simulated is typically at

several to an order of 10 mTorr, and the ionization fraction of the plasma is on the order of 0.1%.

The nonequilibrium generally refers to the temperature difference between heavy species and the

electrons, with the former on the order of 0.1 eV or lower (hence low temperature) and the later

is > 3 eV.  The ion temperature is close to the temperature of the neutrals, but usually several

times higher due to kinetic energy gained from the electric field.  In an IMPVD system the

nonequilibrium also refers to the sputter metal atoms and the reflected neutrals that have much

higher kinetic energy than the background gas.  The HPEM is a modular simulator which

iteratively achieves a quasi-steady state solution.  HPEM has both 2D (HPEM-2D) and 3D

(HPEM-3D) versions.  HPEM-2D has more modules that are capable of simulating more

physical phenomena than the HPEM-3D.  The majority of the following descriptions will refer to

HPEM-2D.  Section 2.5 will discuss HPEM-3D.  The coordinate system for this study is

cylindrical (r, θ, z).

The general flow chart for HPEM is shown in Fig. 2.1.  The modules used here are the

Electromagnetics Module (EMM), the Electron Energy Transport Module (EETM), and the

Fluid Kinetics Module (FKM).  Inductively coupled electric and magnetic fields are computed in

EMM.  These fields are then used in EETM to solve the electron energy equation for the

temperature of bulk electrons and, using Monte Carlo techniques, the trajectories and distribution
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functions of secondary electrons emitted from the cathode.  The electron temperatures and

energy distributions are used to compute source rates for electron impact processes and electron

transport coefficients.  These rates and coefficients are then used in the FKM where continuity,

momentum, and energy equations are solved for all heavy particles (neutrals and ions).

Poisson’s equation is solved for electric potential throughout the reactor.  Sheaths at the target

and substrate are resolved using a semianalytic sheath model for both rf and dc sheaths.

Densities and electric fields are then transferred to the EMM and EETM, and the process is

repeated until a converged solution is obtained.  The electron motion in radial and axial

directions is resolved within each rf period.  The electron motion in the azimuthal direction is not

resolved in the fluid modules, but is accounted for in the conservation of momentum through use

of tensor conductivity in the presence of static magnetic fields.  Azimuthal trajectories are

explicitly tracked in the Monte Carlo modules.  The plasma properties are averaged over several

rf periods.

The physics of the three main modules (EMM, EETM, and FKM) will be discussed in the

following sections.  The modules that were developed specifically for IMPVD will be discussed

in later chapters in detail.  The modules that developed for specific physics not occurring in the

IMPVD process will not be discussed in this dissertation.

2.2  Electromagnetics Module (EMM)

The EMM module computes the time harmonic (sinusoidal time variations) and the static

electromagnetic fields.  In HPEM-2D, azimuthal symmetry is enforced and only the θ-

component of the electric field θE  is solved in the frequency domain
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where µ is the permeability, ε is the permittivity, ω is the frequency of the excitation current, and

θθ σEJJ += 0 (2.2)

where θJ  is the sum of the excitation current 0J  and conduction current θσE .  At pressures

where the electrons are sufficiently collisional and without the presence of a static magnetic

field, the plasma conductivity σ is
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where q is the electric charge, n is the density, m is the mass, mν  is the momentum transfer

collision frequency, and subscript e indicates electron.  With the presence of the static magnetic

field Bs, the plasma conductivity is anisotrpic and must be represented by conductivity tensor σ ,
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where rB , θB , and zB  are radial, azimuthal, and axial components of the static magnetic field.

The static magnetic field generated by permanent magnets is computed by placing small

current loops with current density jB throughout the materials designated as magnets.  The

direction and magnitude of the current loops are adjusted to provide the desired static magnetic

field.  The current loops provide source terms for magnetic vector potential A, whose curl is the

static magnetic field Bs,

BjA =×∇×∇
µ
1

AB ×∇=s (2.6)

The boundary condition is that A = 0 at a distance twice the reactor radius and height.  This

approximates the far field solution by making Bs⋅n = 0 on the boundary, where n is the normal

vector at the boundary.

2.3  Electron Energy Transport Module (EETM)

The electron energy distribution (EED) and electron impact sources are computed in

EETM.  Electrons are often the most important species in a plasma.  Electrons collide with

neutral species and lead to neutral dissociation, excitation, and ionization processes that sustain

the plasma.  The rates of these reactions are often dependent on the energy of the electrons or the

EED.  For example, the source term for species C in an elementary reaction e + C à e + D is
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where ε is the electron energy, thε  is the threshold energy for the elementary process, f is the

EED, and σ  is the cross section of the elementary process.  The EED for low-temperature

plasma is often strongly non-Maxwellian, so accurate EED is a prerequisite to reasonably model

electron impact reactions in the plasma.

The EED can be obtained by two different methods in the HPEM.  The first method is to

solve the 0D Boltzmann equation for EED, obtain the transport and rate coefficients, and then

use them for solution of the electron energy equation:
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where ),( vtfe  is the 0D EED, v is the velocity, and 
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 represents the effect of

collisions.  Equation (2.9) is solved numerically for a range of E/N (electric field/total gas

density) to create a lookup table of E/N, EED, and the electron-impact rate coefficients as a

function of electron temperature eT , which is defined as
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The electron energy equation is solved for electron temperature eT  in the steady state,
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where EE ⋅σ  is joule heating by the inductively coupled fields and ( )dcsEj ⋅  is the dc joule

heating by conduction currents from the electrostatic fields, eϕ  is the electron flux, and λ  is the

tensor electron thermal conductivity.  The term ik  is the rate coefficient for collision between

electrons and heavy species i of density iN , and iδε  is the energy loss by electron per collision.

Note that the transport coefficients in Eq. (2.11) are dependent on electron temperature.

The second approach is to run an electron Monte Carlo simulation (EMCS) and collect

statistics for EED.  In EMCS pseudoparticles representing electrons are initialized from a

Maxwellian distribution and randomly selected within the rf period, with starting locations

randomly chosen in the reactor volume.  These pseudoparticles are weighted by the electron

density at the location of initialization.  The particles are accelerated in the electromagnetic and

electrostatic fields by the Lorentz equation
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and the position r is connected to velocity by

v
r

=
dt

d
 (2.13)

The position and velocity equations are integrated using a second-order predictor-corrector

scheme to obtain the position and velocity of the particle.  The particles are advanced in the

plasma using Monte Carlo technique, accounting for elastic and inelastic collisions.  A few

thousand particles are integrated in time for many rf cycles.  Statistics are collected to obtain

EED and subsequently, the electron temperature and the transport and rate coefficients.

2.4  The Fluid Kinetics Module (FKM)

In the FKM the continuity equation is solved for electrons assuming drift diffusion

transport.  Continuity and momentum equations are employed for heavy particles.  The heavy

species energy equations are not solved, so isothermal conditions are assumed throughout the

reactor.  For electrons,

( ) eeesee
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For heavy species i,
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where eµ  and eD  are mobility and diffusion coefficient tensors for electrons; iN , iv , and iP

are the density, velocity, and thermodynamic pressure of species i; iτ  is the viscosity tensor; iS

is the source of species i due to all collisions; and ijk  is the rate coefficient for momentum

transfer collisions between heavy species i and j.  Slip boundary conditions are employed for the

momentum equation using the method described by Thompson.11

The electrostatic field sE  is obtained from solution of Poisson’s equation in the FKM:
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The terms on the RHS are the implicit correction for updating Φ(t) for use at time t + ∆t.  The

first term is for charge change due to ion transport, and the second term is for electron transport.

The term Φ is the electrostatic potential, ρ is the charge density.

The energy equation for heavy species i is
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where )/( jijiij mmmmm +≡  is the reduced mass, ijν  is the collision frequency between

species I and species j, and ijR  is the rate coefficient for formation of the species by collisions

between heavy particles.  The five terms on the RHS are heating contributions from

electromagnetic field, electrostatic field, ion flux and conduction, elastic collisions, and charge

exchange collisions (either positive or negative contribution).

At the low pressure regime (on the order of 10 mTorr) the gas atoms and the surfaces at

the boundary are not in thermal equilibrium due to infrequent collisions between the gas atoms

and the surfaces.  This results in a temperature jump at the reactor walls and it is accounted for

using the method developed by Kennard.12  The difference between the wall temperature Tw and

the gas temperature Tg at the wall is given by

x

T
TT g

gw ∂

∂

+
−−

=−
)1(2

)59)(2(

γα
λγα

(2.19)

where α, λ, and γ are the thermal accommodation coefficient, ratio of specific heats, and the

mean free path.  The thermal accommodation coefficient indicates the degree of thermal

coupling between the gas and the surfaces and varies from 0 (no coupling) to 1 (perfect

coupling).  Typical thermal accommodation coefficients vary from, for example, 0.1 for H2 on Pt

to 0.9 for Ne on W.13  A thermal accommodation coefficient of 0.6 was used in this study.

In the modeling of plasma processing, the rf sheath on the substrate must be properly

represented to accurately predict the energy of the incident fluxes to the substrate.  In high

density plasma the sheath thickness is typically < 100 µm while the reactor dimensions are on

the order of 10 cm.  Numerically resolving this thin sheath requires large computer resources and
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so semianalytical sheath models are often used, as in HPEM-2D.  Moreover, since the sheath is

thin and locally appears to be 1D, the sheath model in HPEM is a 1D local model which is

implemented at each mesh point at the boundary of the plasma and the walls of the reactor.  This

sheath model tracks the charging and discharging of the sheath during the rf cycle and is also

capable of handling the dc sheath.

The sheath model is self-consistently coupled to the main plasma.  The plasma properties

in the last computational plasma cell adjacent to the reactor are shown in Fig. 2.2.  Quantities at

the sheath edge and the surface of the wall are denoted by subscripts “0” and “s”, respectively,

and k is the mesh point on the surface of the wall.  The electric field E0 above the sheath is given

by the finite difference approximation

λ−∆
−

−= −
x

VV
E k 10

0 (2.20)

The electric field Es at the surface is given by Gauss’s Law

0
0 ε

Q
EEs +=  (2.21)

where Q is the charge density (C/cm2) in the sheath.  The charge density in the sheath is related

to the electron currents je in and out of the sheath through

ese jj
dt

dQ
−= 0 (2.22)



31

The ion currents do not contribute due to ion continuity at steady state.  Within the sheath, the

electrons have a Boltzmann distribution
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where V(x) is the local potential.  The electron current reaching the surface is
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where 0VVV s −=∆  is the voltage drop across the sheath.  The electron temperature in the

sheath is the same as that at the sheath edge.  The quantities at the sheath edge are provided by

HPEM-2D.

The ions in the sheath move in a damped potential V  that is computed from

r

VV

dt

Vd

τ
−= (2.25)

where rτ  is the ion relaxation time, approximated by the sheath thickness divided by the density

averaged ion velocity entering the sheath.  The ion density in the sheath is obtained from

continuity and energy equations
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where 0iu  is the larger of either the Bohm speed or the ion speed leaving the last plasma cell in

the HPEM.  Poisson’s equation
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is integrated across the sheath using the electron and ion distributions in Eqs. (2.23) and (2.26).

Assuming that the damped potential has the same spatial distribution as the instantaneous

voltage, the first integral of the Poisson equation is
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Recall that sE  is related to 0E  and Q by Eq. (2.21).  Therefore, Eqs. (2.21) and (2.28) provide

implicit relations between the sheath charge, the plasma properties, and the voltage drop, which

are solved iteratively.  The sheath voltage drop is obtained at each wall location and at each time

step during an rf cycle.  The sheath properties are then communicated back to the FKM by using

∆V as a jump condition in solving Poisson’s equation.



33

The sputtering and transport of metal atoms in the plasma are modeled in the sputter

subroutine, which will be described in detail in Chapters 3 (sputter heating) and 4 (In-flight

Electron Impact Excitation).  The source terms for the sputtered metal species are obtained and

used to calculate the densities and fluxes of the metal species.  The sputter subroutine also

includes the Plasma Chemistry Monte Carlo Module (PCMCM), which obtains the AED of the

incident fluxes to the substrate.  The PCMCM module is run at the last iteration after the plasma

properties have reached convergence in the HPEM.  The magnitude and AED of the incident

fluxes to the substrate are passed to a postprocessor of HPEM, the Monte Carlo Feature Profile

Model (MCFPM),14 which simulates trench filling.  The PCMCM and the MCFPM will be

described in detail in Chapter 5.

2.5  Three-Dimensional HPEM (HPEM-3D)

The HPEM-3D is similar to the HPEM-2D with added dimensionality.  The coordinate

system is cylindrical (r, θ, z).  The wave equation
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is solved for electric field E (including components rE , θE , and zE ) in the frequency domain.

The term 0J  represents externally driven coil currents obtained from a transmission line model

for the antenna.  The antenna elements are mapped on-to-one onto locations on the transmission

line.  The resulting transmission line currents are then mapped back onto the antenna structure.
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The coil-plasma system is modeled as a single turn transformer.  Following conventional

transformer theory, the impedance of the secondary (the plasma) is represented as a transformed

impedance on the primary side of the circuit (the antenna).  Each element i of the transmission

line is composed of a sum of impedance

Tic
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cii ZR
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i
LiZ ++−=

ω
ω (2.30)

where cL  is the physical inductance of the coil, pC  is the capacitive coupling of the coil to the

plasma, and TZ  is the transformed impedance of the plasma.  The coil voltage and current

(amplitude and phase) are obtained by solving the circuit equation in the frequency domain.  The

transmission line currents are then used as driving currents in the wave equation.

The transformed impedance of the plasma is given by
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where pZ  is the impedance of the plasma, pL  is the discharge inductance of the plasma, and k is

the transformer coupling coefficient, estimated to be 0.25 in this study.  The plasma resistance
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pR  is equal to the total power deposition (numerator) divided by the circulating current

(denominator).

In HPEM-3D the Boltzmann-electron energy equation module is the only option to solve

for electron energy.  Moreover, the heavy species energy equation is not included in FKM.  The

sheath model is not implemented in HPEM-3D although Poisson’s equation is solved throughout

the reactor.
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Fig. 2.1  Flow chart of HPEM showing plasma properties passed among three main modules to
iteratively achieve convergence at steady state.

Fig. 2.2  Schematic of the sheath model geometry showing plasma properties at the sheath edge
and the surface.4
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3.  SPUTTER HEATING IN IMPVD

3.1  Introduction

In IMPVD processes the kinetic energy of the sputtered metal atoms from the target is on

the order of several electron volts, while the kinetic energy of the background gas atoms is less

than 0.1 eV.  In addition, the ions which are incident onto the target have energies of hundreds of

eV, and are reflected as neutral atoms which also have kinetic energies of several eV.  Power

transferred from the sputtered metal atoms and the reflected neutrals to gas atoms during

collisions produces “sputter heating” and ultimately rarefaction of the gas.  This rarefaction of

the gas increases the mean free path of the metal atoms in the background gas and subsequently

decreases the ionization fraction of the incident metal flux to the substrate.

In this chapter sputter heating in an IMPVD reactor having an aluminum target is

investigated.  The computational platform used in this study is the 2D Hybrid Plasma Equipment

Model (HPEM-2D).  The sputtered atom transport model and the sputter heating model are

described in Section 3.2.  The validation of the model is presented in Section 3.3.  The

consequences of magnetron power and ICP power on gas heating are discussed in Section 3.4.

Section 3.5 is the summary.  It was found that the Al species were redistributed in the reactor due

to the gas rarefaction caused by sputter heating.  As a result, the ionization fraction of the

depositing Al flux decreased, and the magnitude of the depositing flux increased, akin to

operating at a lower gas pressure.  It was also found that the electron density increased

significantly with the addition of a small number of metal atoms into the plasma.
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3.2  Description of the Model

To address sputter heating, improvements were made to the sputtering and sputtered atom

transport algorithms.  Ion-energy-dependent yields of sputtered atoms are now obtained from a

semiempirical relationship whose parameters are determined from experimental data1,2  and

which is valid for monatomic ion-target pairs.  The sputter yield for ions of energy Ei is
1
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where Eth is the threshold energy and ε is the reduced energy, a function of atomic numbers and

masses.  The terms Q and α are empirical parameters, Us is the surface binding energy in eV, sn

and se are Lindhard’s reduced cross sections1,3 for elastic (loss of energy to atomic recoils) and

inelastic (loss of energy to electrons) stopping, K is a factor to convert Lindhard’s elastic

stopping cross section Sn to the reduced stopping cross section sn.  The terms  Eth/Us and α are

dependent on the mass ratio Mt/Mi (t and i indicate target atom and incident ion, respectively),

while Q depends only on the atomic number of target atom.  The yield is proportional to the

elastic stopping cross section, and decreases as the surface binding energy increases.  The yield

also decreases when the momentum of the incoming ion is transferred to the electronic mode.

The threshold energy Eth is proportional to Us and is about 30 eV for Al.  The parameters used

here for the Ar+-Al sputter pair were α = 0.23, Q = 1.1, and Us = 3.4 eV.  The yield for Ar+-Al

pairs using these parameters is shown in Fig. 3.1.  To first order, the yield increases linearly with

the ion energy up to hundreds of eV, producing a yield of 0.43 at 200 eV.
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The kinetic energy of the emitted atoms is given by Thompson’s theory of atomic

collision cascades4 for incoming ions of moderate energy (on the order of 100 eV).  The

normalized cascade distribution is5,6
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where E is the kinetic energy of the sputtered atom, ΛEi is the maximum recoil energy, and Λ =

4MiMt/(Mi + Mt).  The random sampling of E from F(E) is performed by the inverting the

distribution

∫ =
E

rdEEF
0

')'( , (3.3)

where r is a random number in the interval [0,1].  The energy of the sputtered atom5 is then
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The Thompson distribution peaks at half the surface binding energy.  Due to the high-energy tail

of the distribution, the average energy of the sputtered Al atoms is generally several eV.  Under

the operating conditions of interest, the sheath thickness is small compared to the ion mean free

path, and the dc sheath at the target is essentially collisionless.  Hence, the kinetic energy of the
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incoming ion is roughly equal to the sheath potential, which is computed in the semianalytical

sheath model.7

The energies of the reflected Ar neutral atoms from Ar+ incident on surfaces were

obtained from TRIM simulations as a function of ion energy.8,9  The average energy of the

reflected Ar neutrals was curve-fitted into a thermal accommodation coefficient αT as a function

of incident ion energy,

Ti

ri
T EE

EE

−
−

=α (3.5)

where rE  is the kinetic energy of the reflected neutrals, and TE  is the kinetic energy of the

reflected neutrals in thermal equilibrium with the target at 350 K.  Under typical operating

conditions, α ≈ 0.95.  Since the energy distribution of the reflected neutrals is not monoenergetic,

but also has a thermal component, it was assumed that 90% of the incident Ar ions are reflected

with energy rE  and 10% are reflected thermally.  Based on results of molecular dynamics

simulations, it was assumed that 25% of the incident Al ions on the target are reflected thermally

as neutrals, whereas 75% of the incident Al ions deposit.  (Approximately 90% of the incident

ions are Ar+.)  The transport of the reflected neutrals in the background gas is modeled in the

same manner as the sputtered atoms.

The transport of the sputtered and reflected atoms is handled by a Monte Carlo simulation

where they are represented by computational pseudoparticles.  Each pseudoparticle carries a

“weighting” which is used to determine its contributions to momenta, energy, and density in

collisions with bulk gas atoms.  The weighting of the ith sputtered atom is
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where Y is the energy-dependent yield of the target, ( )rEi
v

 is the incident ion energy at target

location r
v

, Φ is the flux of ion and fast neutrals to the target (fast neutrals and ions of the same

energy are considered equivalent with respect to sputtering), N is the number of Monte Carlo

particles released from that location, and A is the surface area of the computational cell on the

target.  The term V is the volume of the computational cell at 'r
v

 where the collision occurs.

The sputtered and reflected neutral atoms are emitted from the target surface with a

cosine distribution in angle.  Monte Carlo techniques are then used to follow the trajectories of

the emitted atoms.  The mean free path of the sputtered atom is determined using null collision

techniques10 to account for spatially dependent gas properties (density and composition) that may

occur as a consequence of both rarefaction and slowing of sputtered atoms.  Collisions with gas

atoms exchange only translational energy (electronic excitation is ignored).

Statistics are collected on the velocities of Monte Carlo particles before and after

collisions to determine the net momentum and thermal energy transfer to the gas.  The rate of

change in momentum for the background gas atom (denoted by subscript g) after the collision is
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where sv
r

 is the velocity after the collision, '
sv
r

 is its velocity before the collision, m is the mass

of the atoms, subscript s denotes sputtered atoms, and W is the appropriate weighting for the
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sputtered atoms, as defined in Eq. (3.6).  The change in the background gas velocity is averaged

over all collisions with the sputtered atoms, and the contribution is added as a source term to the

momentum equation for the bulk fluid.

The conservation of both momentum and energy is problematic since scattering of the

kinetically tracked sputtered atoms occurs in three dimensions, whereas momentum and energy

are transferred to a background gas which is represented by fluid equations in two dimensions (r,

z).  The random thermal energy transferred to the background gas is obtained by subtracting the

directional kinetic energy from the total change in kinetic energy of the background gas atom

after the collision.  For example, consider collecting statistics on two collisions, with an

increment in kinetic energy in the positive and negative radial directions of 1 and 2 (arbitrary

units).  The total increment in kinetic energy is 3.  However, the directional kinetic energy which

can be resolved in the momentum equation is only 1.  The remaining energy is considered

“random” and is handled as a contribution to the energy equation.

The sputtered atoms that slow down to thermal speeds in the Monte Carlo simulation are

recorded in a Green's function, which is then used as a source term in the fluid continuity

equations.  The Green’s function is
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where the sum is over all atoms sputtered from the target at location r
v

, and the sputtered atom

slows to thermal speeds at location 'ir
v

.  The contribution to the species density n at 'r
v

 is then
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where the sum is over all target locations j.  The in-flight metal atoms (those sputtered metal

atoms with velocities above thermal speed) are recorded in a separate Green’s function.

The Ar/Al chemistry used in this study is shown in Table 3.1.  The majority of the

reactions belong to either electron-impact reactions or charge-exchange reactions.  The e/Ar

chemistry includes electron impact excitation of Ar from ground state to excited states 4s and 4p

(which are lumped into Ar*), and electron impact ionization (from Ar ground state and Ar*).  The

e/Al chemistry includes electron impact excitation of Al from ground state to excited states 4s,

3p, 3d, and 4p (which are lumped into Al*); superelastic collision to de-excite Al* to the ground

state; and electron impact ionization (from Al ground state and Al*).  Electron impact excitation

cross sections for Al are not readily available.  Hence, the Al excitation cross sections are

estimated from plane-wave Born approximation calculations.11  The Al* is quenched by

collisions with Al, Al*, and Ar, though its de-excitation is dominated by radiative relaxation.

The Ar* reacts with Ar* to produce Ar+, and with Al or Al* to produce Al+ through Penning

processes.  Charge exchange reactions play an important role in generating fast neutral fluxes to

the target and ionizing Al atoms before they reaching the substrate.  The reaction rates for charge

exchange are large, approximately 10-9 cm-3s-1.  This value is somewhat an upper limit.  The

change in gas species density is less than 10% for a 50% decrease in the charge exchange

reaction rates.  The charge exchange reactions include resonant exchange among the Ar species

or the Al species, which contributes to gas heating, and nonresonant exchange between Ar and

Al species.  These Ar/Al heavy body reaction rates are estimated based on the Ar/Cu heavy body

reaction rates.18  There is enough similarity between the Ar/Al and Ar/Cu chemistries to warrant
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such an estimate.  The charge exchange reactions generate energetic neutrals, which significantly

contribute to heating of the buffer gas.19  Another significant contribution to gas heating is from

the elastic collisions between the sputtered and reflected neutrals and the background gas.  The

heavy particle collision cross sections are computed from the Lennard-Jones radius.

3.3  Validation

The HPEM IMPVD algorithms were validated by comparing computed results with

experimental measurements from Dickson and Hopwood.20  A schematic of the ICP reactor is

shown in Fig. 3.2.  The diameters of the target and the rf induction coils are 7.5 and 15.0 cm,

respectively.  The upper turn of the two-turn coil (separation 2.5 cm) is 4 cm from the target.

The diameter of the substrate is 22 cm.  The distance between the target and the substrate is 12

cm.  The operating conditions are 400 W ICP power, 240 W magnetron power, 30 mTorr Ar

buffer gas, and 150 sccm gas flow.  The amplitude of the 13.56 MHz rf potential on the coils was

specified to be 100 V.  The secondary ionization coefficient was specified to be 0.15.

The predicted electron temperature is shown in Fig. 3.3(a).  The electron temperature is

high throughout the reactor, about 4.0 eV, typical of an ICP plasma.  The maximum electron

temperature of 4.5 eV occurs below the magnetron, caused by the emission of energetic

secondary electrons from the magnetron target and joule heating due to current focused through

the cusp.  Another local maximum of 4.1 eV occurs around the two ICP coils where most of the

ICP power is deposited because of the short skin depth.

The predicted Al densities (including both thermalized Al and in-flight Al) are shown in

Fig. 3.3(b).  The Al density is 7.0 × 1011 cm-3 below the target where the source due to sputtering

is large, then rapidly decreases toward the wafer due to thermalization and diffusion.  The Al
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density is nearly constant at 1011 cm-3 from 2 to 7 cm above the wafer, between the coils and the

center-line.  This region of constant Al density results from coil sputtering, which significantly

contributes to the Al density.  The predicted Al+ and Ar+ densities are shown in Figs. 3.3(c) and

3.3(d).  Compared to the predicted Al density, the Al+ density peaks nearer the center of the

reactor due to the loss of ions to the target and the substrate, and the major ionization source

being near the coils.  The Ar+ density profile is similar to the Al+ density profile, except for being

about 10 times higher.

The predicted magnetron current and voltage are 0.94 A and 255 V, which agree well

with experimental values of 1.0 A and 240 V.  The predicted Al density is 1.1 × 1011 cm-3 at 8 to

10 cm below the target at a radius of 4 cm, which agrees well with the experimental values of

1.0-1.5 × 1011 cm-3 obtained from deposition rates.20  The predicted ionization ratio

[Al+/(Al++Al)] 10 cm below the target at a radius of 4 cm is 17% while the experimental values

are 10-15%.  The predicted ion fraction of the metal flux to wafer (12 cm below target, at a

radius of 4 cm) is 74%, which agrees well with experimental value of 70%.

3.4  Sputter Heating

Given this validation, we turned our attention to the more industrially relevant IMPVD

reactor schematically shown in Fig. 3.4(a).  The rf ICP power is supplied through coils outside of

the plasma region using a Faraday shield.21  The purpose of the Faraday shield is to prevent the

blocking of ICP power into the plasma due to metal deposition on the reactor sidewall.  The

details of the geometry of the Faraday shield are not modeled here.  Computationally, the

azimuthal electric field is allowed to simply propagate through the Faraday shield.  The

advantages of the external coil are the elimination of coil erosion due to sputtering and the
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simplification of interpretation of the results.  The diameters of the target and the substrate are 22

and 21 cm, respectively.  The distance between the target and the substrate is 15 cm.  The base

case operating conditions are 0.5 kW ICP power, 1.0 kW magnetron power, 30 V rf at 13.56

MHz on the substrate, and 30 mTorr Ar.

The static magnetic field properties are shown in Figs. 3.4(b) and 3.4(c).  The field is 250

Gauss below the target midway between the magnet poles.  The field decays away from the

target and is ≈10 Gauss above the substrate.  The magnetic field lines form a magnetic cusp

below the target, confining electrons and focusing ion fluxes into the target.  (The peak rf

magnetic field strength from the coil current is only 5 to 10 Gauss, and so does not appreciably

affect electron transport or confinement.)  The magnetron confinement of this geometry is

demonstrated by the Ar+ fluxes, shown in Fig. 3.5, with and without sputter heating.  The Ar+

flux accounts for 90% of the total flux.  In both cases, the Ar+ flux to the target is a maximum

[≈1017 cm-2s-1 (160 mA/cm2)] in the cusp of the magnetic field.  Outside the magnetron

confinement region, the Ar+ flux with sputter heating is larger than without sputter heating since

the Ar+ density is larger with sputter heating, as discussed below.  For 1 kW magnetron power,

the target voltage with and without sputter heating is 178 and 168 V, respectively.  In spite of the

fact that the ion density in the bulk plasma increases, there is a small decrease in ion flux to the

target with sputter heating, and so more voltage is required to maintain the same magnetron

power with the lower ion current.

The Ar and Ar+ densities are shown in Fig. 3.6, with and without sputter heating.  The Al

and Al+ densities are shown in Fig. 3.7.  In both cases, the Ar+ density peaks near the center of

the reactor due to the large ionization source from the ICP coils.  The Ar+ temperature at the

center of the plasma is 1200 K with sputter heating and 2900 K without sputter heating.  Since
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the plasma is collisional and Ar+ is accelerated by the electric field approaching the target and

the substrate, the Ar+ temperature is high (1 to 2 eV) near the target and the substrate.  The Ar+

density with sputter heating is ≈50% higher than without, except below the target and near the

outlet.  Sputter heating has the effect of quenching the Ar+ temperature and increasing the Ar+

density.  Without sputter heating there is a local maximum of Ar+ density below the target, which

dissipates with sputter heating, an effect discussed below.

The Ar density (Al has only a 0.1% mole fraction) without sputter heating is a minimum

2 cm below the target largely due to heating resulting from power transfer during symmetric

charge exchange as ions are accelerated towards the target.  The gas temperature at that location,

as shown in Fig. 3.8, is 820 K.  With sputter heating, the minimum Ar density is directly below

the target where sputtered and reflected atoms slow down and is smaller by 30% compared to

that without sputter heating.  The gas temperature is 1150 K below the target with sputter

heating.  In both cases, the minimum Ar density occurs below the target where the ion flux to

target is maximum.  This is expected since more incident ions lead to more sputtering and more

reflected neutrals, which results in more energy and momentum transfer and more gas

rarefaction.  The concentration of ion current due to the magnetron effect also leads to more

charge exchange heating.  The gas temperatures close to the target are higher than the target

temperature of 350 K due to the temperature jump at the boundary, as discussed in Chapter 2.

In the absence of sputter heating, the gas density below the target is higher, which leads

to a shorter stopping distance for secondary electrons for ionization, a more severe gradient for

the electron temperature (see below), and a shorter mean free path for ions produced near the

target.  As a result, there is a larger local maximum in the ion density below the target.  With

sputter heating, the gas is more rarefied below the target, producing longer mean free paths and a


